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Aims and Objectives
 
The aim of this study is to implement a spam filter. Bayesian filtering is a popular method 
utilized in identifying spam email, however, it’s function can be transferred to various other fields 
such as science, medicine, and engineering. For example, it has been utilized in astrophysics, 
under a program named AutoClass, where new classes of stars can be identified such as infra-
red IRAS Low Resolution Spectral catalogue stars.
 
The implementation of this spam filter is achieved through the Naive Bayes algorithm, utilizing 
repeated stratified cross validation to assess accuracy, whoms results can be used in improving 
the algorithm’s performance. Methods of text classification are utilized in this process. The 
performance of this implementation will be evaluated along existing methods.

Process

Data Preprocessing and Feature Selection
A subsection of Ion Androutsopoulos’ LingSpam, a collection of regular and spam emails, were 
expanded and separated into two separate corpora, body and subject. 
 
These corpora were then preprocessed to a list, with subtracted stop-words, of 200 words with 
the highest document frequencies (the number of documents a word appears in throughout a 
corpus).
 
The subject corpus initially consisted of 1200 unique words, whilst the body corpus consisted 
of 22’994. This was before a list of 551 stop words were ommitted, along with grouping strings 
of numbers together in the form #ndigit string, where n is the number of digits. The remaining 
words were then filtered to only contain more than 3 characters. This left the subject corpus with 
899 unique words, and the body corpus with 20’001 .
 
The top 100 words from each corpus, along with their document frequency (DF) score can be 
found in the appendix. The selection makes sense, experiencially and logically. The subject 
corpus has words of much lower DF, as to be expected as their lengths are often much shorter 
than their bodies. Words prevaling in the subject list are also quite every-day objectives,nouns, 



(summary, disc, english, book, etc.), whereas those in the body could be identified moreso 
with everyday communication (please, many, here, know, used), and more common words 
may have been ommitable from here. It is interesting to note that strings of four digit numbers 
hold the highest DF in both corpora, this may be attributed to common cultural norms such as 
abbreviated dates, years, prices, amongst other metrics.
 
Feature weight was then applied to each corpus using tf-idf on the 200 terms to construct two 
csvs representing the terms and their weighted appearance for each dcument in the corpus. 
The csvs also contained the terms as headers, along with the value ‘isSpam’, a documents 
associated class.
 

Naive Bayes
Naive Bayes was then implemented. The version implemented was for numeric attributes using 
the probability density function over a normal distribution. However, as many values equated to 
zero, this could result in a zero value when calculating the standard deviation for a probability 
density functions (pdf) which could result in infinite (or invalid) pdfs. As such, a minimum 
standard deviation lower bound was applied.
 
The minimum standard deviation was determined by roughly graphing (see minSd vs accuracy 
graph in appendix) out the accuracies of the naive bayesian algorithm over various different 
minimum standard deviations. A rough mutual (for both subject and body corpora) was chosen 
at 0.002.
 
Values were also initally normalized during the training stages from 0.0 to 1.0, with a buffer of 
0.09 for future test data.

Extension
The naive bayesian implementation was then adapted to optimize accuracy for the body 
corpus. Utilizing the minimum standard deviation vs accuracy graph (in appendix), the minimum 
standard deviation was chosen to be 0.001. It was also decided that the normalization value 
could be addressed, and as such, a graph was generated to determine the accuracies of the 
algorithm at various degrees of normalization. 
 
The resulting graph (available in appendix as normalizationValue vs accuracy), resulted in a 
change of the max value to normalize too from the data from 0.91 to 88. 
 
 
 
 
 
 



Results
The following are the accuracy results of different existing (Weka) classifiers in comparison with 
the ones created (MyNBs). All classifiers were tested with 10 fold cross validation.
 

 Corpus: Subject Corpus: Body

Classifier Accuracy (%) Accuracy (%)

ZeroR 66.67 66.67

OneR 69.83 82.17

1-NN 76.67 81.33

3-NN 76.67 83.83

NB 74.33 80.67

DT 66.67 92.33

MLP 76.67 92.33

SVM 78.67 88.5

MyNB1 80.18 80.47

MyNB2 81.84 90.09

Discussion
In comparing the performance of the Subject and Body corpora, the subject performed 
significantly worse throughout all the classifiers it was tested upon (with the exception of ZeroR 
which produced the same result as the corpora were produced from the same original corpus 
with equal class ratios). This can be attributed to the fact that there is significantly less data to 
work with with the subject corpus. It originally consisted of only 1200 unique terms whilst the 
body corpus consisted of 22994, giving the body corpus 19 times more terms to work with.  
 
Weka’s Naive Bayesian’s accuracy on the subject corpus is a bit lower than MyNB1, having a 
mean difference of -5.85% which is significantly large. However, in comparing the body corpus 
accuracy of Weka’s Naive Bayesian and MyNB1, there is only a mean difference in accuracy 
of 0.38%. It is notable that MyNB1 deals better on smaller quantities of data than Weka’s 
classifiers situated in the Subject Corpus, being higher than all the other classifiers in that 
category. However, it’s performance whilst classifying in the body corpus is only equal to or less 
than the performance of Weka’s non-rule-based classifiers (of which Multi-Layered-Perceptrons, 
and Decision Trees (significantly more efficient than MLP), do the best, producing accuracies of 
92.33% each). 
 
With MyNB2’s altered minimum standard deviation and normalization (mentioned in the 
process), compared to MyNB1, there was an improvement on the subject corpus to 82% and
an improved accuracy on the body corpus by 12.5%, up to 90%.
 



Conclusions
In conclusion, over all the classifiers, rule-based (ZeroR, OneR) and lazy classifiers (K-NN) 
performed faster overall, but less accurately than bayes (NB), tree (DT), or function-based 
classifers (MLP, SVM). Of these, Trees and Function classifiers were the best, however, MLP 
had a significantly higher complexity than the rest.
 
MyNBs could out-performs weka’s NB, significantly so in it’s later iteration where it was 
improved by optimizing the minimum standard deviation as well as it’s maximum normalizing 
value. It was interesting to note that the different corpora had different optimum minimum 
standard deviations, this could be attributed to the subject’s less abundant data set along with 
it’s different distributions of terms due to it’s individual document sizes. NBs in this instance 
however, fail to be more accurate than weka’s default trees or function classifiers.
 
As future work, the MyNBs could be implemented with automated methods of optimizing the 
normalization of the data set along with the minimum standard deviation applied to the data. 
Pre-processing of text could also be better improved through exploring bi-grams as feature 
terms instead of l-grams. Better filtering could be utilized, and terms could be identified by other 
factors instead of document frequency such as distribution or frequency of frequency scores. 
The data could also be post-processed to utilize a lot less, but significant, terms. Outside of the 
Naive Bayesian implementation, additional attributes could be acquired such as representations 
of linguistics, the ease of reading, and the general weighting of different ‘topics’ of an email, for 
example, within content awareness.

Reflection
This study has taught me much, especially in regards to different classifiers, how they perform, 
and their efficiencies. The most important concepts I have learnt include the reliability of the 
measured accuracy (and comparabilities) of a classifier through methods such as repeated 
10-fold stratified cross validation. I also found it very intriguing how different initial data-sets 
(their size and contents) could so significantly effect classifiers, along with how they are 
normalized and treated in the algorithm’s implementation. Initially I came into this assignment 
slightly dissappointed about exploring supervised classifiers over unsupervised ones, but at it’s 
conclusion, I am glad I did as I have learnt much about the building blocks and outlook of these 
classifiers and have developed a knowledge of what their suitable contexts.
 
 
 
 
 
 
 



Appendix
 
Top 100 words per Corpus by Document Frequency (DF)
 
Subject Word DF score Body Word DF Score
#4digitString 35 #4digitString 346

summary 26 more 224

english 24 please 217

language 21 information 204

free 19 language 188

disc 19 university 179

query 18 time 171

linguistics 15 list 171

comparative 13 address 165

words 12 english 159

opposites 11 linguistics 156

book 10 http 156

method 9 many 155

email 9 here 150

call 9 know 147

japanese 8 following 147

correction 8 send 146

syntax 7 people 146

program 7 #5digitString 144

million 7 very 142

help 7 free 141

chinese 7 make 140

announcement 7 much 133

workshop 6 such 132

speaker 6 email 132

slip 6 work 128

money 6 number 128

lang 6 first 128

internet 6 mail 127

german 6 over 123

dick 6 well 120

conference 6 name 120

business 6 available 120

armey 6 languages 119

word 5 those 118

want 5 find 118

spanish 5 best 118

software 5 even 114



resources 5 same 111

research 5 want 109

please 5 order 108

part 5 need 108

needed 5 thanks 106

native 5 below 106

list 5 anyone 105

languages 5 call 103

know 5 take 101

jobs 5 research 100

grammar 5 form 100

better 5 being 100

best 5 years 98

unlimited 4 used 98

time 4 subject 98

systems 4 both 98

summer 4 help 97

request 4 each 97

read 4 contact 97

programs 4 world 96

phonetics 4 state 96

need 4 linguistic 96

mail 4 e-mail 96

linguist 4 through 95

intuitions 4 come 95

information 4 between 95

great 4 money 94

books 4 think 92

banning 4 possible 92

american 4 message 91

address 4 thank 90

youthese 3 different 89

world 3 before 89

video 3 word 88

verbal 3 receive 88

uniformitarianism 3 phone 88

tonight 3 using 87

thanks 3 good 87

teaching 3 further 87

teach 3 check 87

synthetic 3 interested 86

sites 3 working 85

site 3 include 85

secrets 3 case 85

school 3 note 83



resolution 3 year 82

requested 3 without 82

released 3 within 82

reference 3 again 82

profit 3 including 81

policy 3 mailing 80

people 3 made 80

opportunity 3 type 79

offer 3 program 79

names 3 place 79

more 3 home 79

misc 3 give 79

millions 3 special 78

make 3 several 78

live 3 right 78

lists 3 example 78

line 3 date 78

life 3 sent 77

 



Graph of Accuracies of MyNB with different minimum standard deviations
( Accuracies obtained with averaged 5 repetitions of 10-fold stratified cross validation )

 



Graph of Accuracies of MyNB with different maximum normalized values of training set in 
classifier.
( Accuracies obtained with averaged 5 repetitions of 10-fold stratified cross validation )

( also available as xlxs: http://goo.gl/7YUTk )
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